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There is a growing interest in creating Learning Analytics (LA) systems that incorporate student perspectives. Yet, many LA systems still
lean towards a technology-centric approach, potentially overlooking human values and the necessity of human oversight in automation.
Although some recent LA studies have adopted a human-centred design stance, there is still limited research on establishing safe,
reliable, and trustworthy systems during the early stages of LA design. Drawing from a newly proposed framework for human-centred
artificial intelligence, we introduce SLADE, a method for ideating and identifying features of human-centred LA systems that balance
human control and computer automation. We illustrate SLADE’s application in designing LA systems to support collaborative learning
in healthcare. Twenty-one third-year students participated in design sessions through SLADE’s four steps: i) identifying challenges
and corresponding LA systems; ii) prioritising these LA systems; iii) ideating human control and automation features; and iv) refining
features emphasising safety, reliability, and trustworthiness. Our results demonstrate SLADE’s potential to assist researchers and
designers in: 1) aligning authentic student challenges with LA systems through both divergent ideation and convergent prioritisation;
2) understanding students’ perspectives on personal agency and delegation to teachers; and 3) fostering discussions about the safety,
reliability, and trustworthiness of LA solutions.
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1 INTRODUCTION

There is a growing interest in designing Learning Analytics (LA) systems by incorporating the perspectives of educational
stakeholders to various extents [10, 37, 52]. For example, students and teachers have contributed to the design of LA
dashboards [1, 5, 17, 22], classroom orchestration [30, 59] and auto-grading systems[20]. Yet, many LA systems are still
designed following approaches that overly emphasise technical aspects related to data analysis, often downplaying
contextual needs, human values, and the agency requirements of students and teachers [58]. While some LA research has
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started adopting human-centred approaches [52], they have still overlooked specific requirements for human oversight
over automation [43].

Beyond LA, there is strong interest in creating what is being termed human-centred AI (HCAI) systems [26, 55].
These systems are founded on three design aims: i) balancing high human control with high automation based on
contextual needs; ii) empowering humans rather than emulating them; and iii) developing safe, reliable, and trustworthy
systems. These aims are crucial, as designing AI-powered systems that resonate with human values remains a challenge
[36]. Notably, these design aims align with the sustainability goals of AI-powered educational technology [7] and mirror
the LAK’24 conference theme: Learning Analytics in the Age of Artificial Intelligence. Some recent work in LA has
started to adopt foundations of HCAI conceptually, for example, to envision the future of LA and education technology
research [60] and to frame the presentation of study results [61], and to organise current LA literature [51]. Moreover,
the term Human-Centered Learning Analytics (HCLA) has also been growingly used to emphasise the LA community’s
interest in human factors and stakeholder participation [39]. Yet, little HCLA research has provided practical methods
based on HCAI foundations for researchers and designers to create features in the LA system that are safe, reliable, and
trustworthy while considering students’ agency and their voices in light of increasing AI automation [51].

Based on foundations of HCAI [55], we present SLADE (Safe, reliable, and trustworthy Learning Analytics Design
Elicitation), a design method aimed at enabling the ideation and identification of the features of a safe, reliable, and
trustworthy LA system that balances both human control and computer automation in collaboration with educational
stakeholders. Inspired by the double-diamond design thinking approach, SLADE comprises four steps: (1) Discover:
ideating the LA systems, (2) Define: prioritising these systems based on their elaboration and significance in addressing
learning challenges, (3) Develop: pinpointing the human control and automation features of the chosen system, and
(4) Deliver: steering the conversation towards a safe, reliable, and trustworthy LA system from these features. We
empirically illustrate this method, working towards designing learning analytics systems with third-year undergraduate
students (𝑛 = 21) to support collaborative learning in healthcare education.

2 BACKGROUND

2.1 Human-centred Learning Analytics

Human-Centred Learning Analytics (HCLA) is an emerging sub-field within LA, at the intersection of AI, learning
analytics, and human-centred design. Its aim is to counter the limitations of bottom-up, data-driven analytics approaches
that might overlook the contextual realities of the socio-technical LA system by prioritising students’ and teachers’
intentions, preferences, interests, values, and activities [10]. To realise this, HCLA researchers have relied on various
human-centred design methods, such as design thinking [50, 52] and value-sensitive design [11, 58].

Yet, several challenges confront HCLA, particularly concerning the development of LA systems in collaboration
with stakeholders [39]. Firstly, involving stakeholders is not always straightforward, and more empirical research
is necessary to validate its effectiveness in LA creation [37]. Secondly, there is a dearth of methods available for LA
researchers and designers to nurture design capacity among stakeholders, thereby promoting a culture of democratic
decision-making and scaffolding the conversations around critical aspects of LA that can enable its co-creation [16, 53].
Thirdly, in some cases, the evaluation of ideas predominantly occurs post-study, bypassing the crucial involvement of
teachers and students during the early ideation and development phases [9].

Furthermore, to our knowledge, there is scant guidance available for LA researchers and designers about effectively
integrating stakeholders’ voices and perspectives when defining features that balance human control with computer
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automation. Maintaining this balance is pivotal to ensure that user agency and control stay at the forefront of advanced
LA system designs, as emphasised by various education-focused studies on human-AI collaboration [e.g., 29, 43, 59].
While some research has started to explore the potential integration of HCAI principles in the context of LA design
[e.g., 60, 61], there is a lack of a comprehensive methodology that seamlessly aligns HCAI principles with the primary
objectives of HCLA, especially concerning the design of safe, reliable, and trustworthy LA systems [39].

2.2 Foundations of Human-centred AI

A human-centred AI (HCAI) approach highlights the complementarity of human and machine intelligence in the
design of effective AI systems [55]. By incorporating user feedback in the design process, the users can have a sense of
ownership and control over AI systems, potentially fostering trust and acceptance [57]. Shneiderman [55], an HCAI
pioneer, proposed a two-dimensional framework to distinguish between the various extents of human control and
computer automation rather than treating human oversight and automation as mutually exclusive. As such, a single
system might present a spectrum of features, each combining varying degrees tailored to diverse tasks.

The concepts of human control and agency are essential when designing interfaces that promote an internal
locus of control [44] (this is, the perception that individuals control their outcomes). In educational contexts, human
control can vary: high, as seen when learners actively control the LA systems, or low, when they merely receive
information without exerting any autonomy [6, 32]. Computer automation involves using technology or algorithms
to optimise tasks previously done only by humans. This often encompasses analytics from various methodologies
[12], ranging from a high degree of automation employing predictive models powered by AI and machine learning
[e.g. 15], to a lower degree that utilises rule-based strategies without substantial autonomy or adaptability beyond
their programmed constraints [e.g., 46]. The two-dimensional HCAI framework [55] organises these degrees of human
control and automation into four distinct quadrants:

Q1: LOW human control & LOW computer automation. This quadrant represents system features that offer
limited user control and minimal automation. After receiving information from the system, users can only
comprehend it but cannot personalise or modify it. An example in this quadrant includes rule-based visual data
stories, which provide feedback to students about their collaboration activities post-learning activity [e.g., 19].

Q2: HIGH human control & LOW computer automation. This quadrant represents features that enable users to
personalise and configure aspects of the information process, retaining agency within the learning environment.
Examples would include personalised visualisation dashboards [e.g., 46], enabling learners to tailor descriptive
analytics to review the attainment of learning objectives, and educator-driven data analytics systems [e.g., 22, 34],
using educators’ expertise and observations to guide instruction and feedback decisions.

Q3: LOW human control & HIGH computer automation. This quadrant represents system features that heavily
rely on automation to handle decision-making and/or action-taking processes with minimal user control. Ex-
amples encompass systems that record interaction logs from students or teachers and use them in predictive

analytics features to deliver automated feedback [e.g., 17], as well as automated grading [e.g., 20, 45]. Such systems
might either fully or partially supplant the teacher’s role in certain assessment tasks.

Q4: HIGH human control & HIGH computer automation. This quadrant represents system features that enable
manual operation while benefiting from automated assistance to enhance the decision-making process in the
learning environment. Examples in this quadrant would include features in intelligent teaching assistants that
support classroom orchestration [e.g., 59], as well as sophisticated modelling or prediction in analytics reports or
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dashboards offering guidance to teachers or students [e.g., 1, 14]. Within this context, teachers and students can
interpret the system’s information to make informed pedagogical decisions regarding subsequent actions [30].

2.3 Safe, Reliable, and Trustworthy LA.

According to Schneiderman [55], components inside an AI system that provide a high degree of computer automation
and human control (Q4) should consider the critical human-AI principles of safety, reliability and trustworthiness to
maximise safe practices and minimise data misuse. Similarly, within LA, Holmes et al. [28] suggested that the design of
LA systems should encompass a safety culture, meaning that researchers, designers and developers are encouraged
to build strong connections with students and teachers, ensuring strong data privacy practices. When designing an
LA system, it is important to involve stakeholders in deciding how data will be shared, being transparent about data
collection, and ensuring data access for specific stakeholders [18, 56]. A reliable AI-powered analytics system produces
the expected results (i.e., accurate information) when the user interacts with it [55]. Although no predictive model is
perfect [4], LA system designers may want to embrace imperfection by investigating how students will act upon this
imperfection (e.g., inaccurate or incomplete data) and whether this will hinder their learning [35]. Finally, an LA system
is considered trustworthy when users can have confidence in the system beyond mere perceptions of trust. Aiming to
foster greater trust and confidence among users, the system could actively seek feedback from users, learn from its
mistakes, and adapt to improve its performance while aligning with user expectations [57]. Designers should prioritise
transparency and accountability, aiming to understand system features that increase user trust [2, 47, 48, 56]

2.4 ResearchQuestions and Contributions to LA

Against the gaps in HCLA discussed in Section 2.1, we propose and illustrate the application of SLADE, a method that
enables the ideation and identification of the features of a human-centred LA system that balances human control and
computer automation and discussions with students around safety, reliability, and trustworthiness. To this end, we
formulated the following research questions:

• RQ1: How can we, in collaboration with students, elicit and prioritise LA systems that address their learning
challenges?

• RQ2: How can we engage students in developing LA features that strike a balance between human control and
computer automation?

• RQ3: How can we elicit students’ perceptions on safety, reliability, and trustworthiness of an LA system?

3 SLADE: THE DESIGN ELICITATION METHODOLOGY

Inspired by the Double Diamond model of human-centred design, which suggests an iterative divergent-convergent
structure [13][e.g., 34], SLADE seamlessly incorporates Shneiderman’s HCAI framework tailored for human-centred,
AI-powered, analytics solutions as elaborated in Section 2.2. These foundational methodologies complement each other:
while human-centred design focuses on user needs and values, HCAI emphasises safety, reliability, and trustworthiness
in analytics systems, maintaining a balance between human control and automation. SLADE’s contribution to human-
centred LA lies in striking a balance between addressing user needs and leveraging data-intensive insights. It is mainly
aimed at assisting LA researchers and designers in shaping human-AI system features within a learning environment,
prioritising safety, reliability, and trustworthiness based on stakeholder perspectives. SLADE is structured into the
following four steps, each associated with a distinct set of sample questions:
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Fig. 1. SLADE design method, inspired by double-diamond design thinking [13].

3.1 Step 1: Ideas generation. (Discover)

This is a generic seed (divergent thinking) design step that is common among other LA design approaches (e.g.,
[3, 30, 52]), and it is aimed at helping participants generate diverse, and potentially divergent, ideas of LA systems that
may improve the learning experience. Researchers use idea-generation methods, such as speculative fabulation [25] or
participatory speed dating [30], which are often used in the first stage of design (see examples in [24]). This step could
be initiated by asking participants: "i) What are your current learning challenges in [learning context], and when do

they commonly emerge (for example, the learning phases: before, during, or after class [33])?". Then, within this step, we
also want participants to ideate LA systems that could potentially solve those challenges. For instance, researchers
might employ speculative fabulation during system ideation with questions like "ii) What supertools (LA systems)
can you imagine to enhance your learning experience?" or inquire about data needs with "iii) What data/information is

required by [the LA system] to address those challenges effectively?". Therefore, the outcome of this step includes the
generation of numerous (divergent) ideas (i.e., both learning/teaching challenges and LA systems) that will be further
discussed in subsequent steps.

3.2 Step 2: Systems prioritisation. (Define)

Given that many ideas could be generated in the previous step, it is desirable to narrow them down to the ideas that need
prioritisation (i.e., convergent thinking). Participants could be asked to tag essential ideas based on their values and goals.
For instance, they could answer, "How important is this [idea] to you and why?" and use the provided prioritisation
tags: high, medium, or low, to clarify their decisions. The purpose of the LA system could be further emphasised by
asking participants to make explicit connections between suggested LA systems and their learning challenges and data
needs. LA researchers and designers could ask a question such as: "How [system] can address your learning challenges?"

and utilise a technique such as concept mapping to make these connections visually explicit. Thus, once a list of ideas
has been generated and learning challenges, data needs and envisaged LA system have been mapped, participants can
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be invited to prioritise one crucial LA system idea for further discussion in the following steps. To aid in this selection,
participants might be prompted to choose a system they can vividly envision and deem essential for their learning.

3.3 Step 3: Human control and automation features generation. (Develop)

This step is based on Shneiderman’s HCAI framework [55] and aims at identifying diverse features of the envisaged
LA system and their degrees of human control and computer automation based on selected systems in the previous
step. A set of questions can be formulated using the HCAI quadrants presented in Section 2.2. First, participants can be
asked to envisage some functionalities, called "features", that [system] should have (e.g., "What abilities should your

[system] have? Or, what can this [system] do to support learning?") and the target user (i.e., teachers, students or other
stakeholders). This can help to conceptualise the feature with participants’ ideas. Next, participants can be prompted to
think about the degrees of computer automation of the proposed tool (e.g., Should your [system] be fully automated or

should it have little to no automation? How?). Participants can then be asked about the extent of manual control required
(e.g., How much control should a user have when interacting with the system?). Finally, participants can be asked about
the desired frequency of human intervention to corroborate their responses regarding human control (e.g. How often

does the tool require human control or intervention? Frequent or rare?)[43]. The outcome of this step is a set of specific
features out of the selected LA system and the participant’s desired level of control and automation. This information
provides technical context for a more focused discussion in the next step.

3.4 Step 4: Safety, reliability, and trustworthiness discussion (Deliver)

After collecting the extracted features inside an LA system, this step aims to converge the conversation by considering the
ethical values of the ideated and prioritised LA system. Hence, the discussion towards a safe, reliable, and trustworthy
LA is conducted, as defined in Section 2.3. Questions can be asked to participants to trigger discussion about safety
(e.g., privacy – "Do you have any privacy concerns when [target users] using [system]? If so, what are they?" – and data

sharing – "Who should see the information generated by [system]? Why or why not?"), reliability (e.g. "How accurate does

the information generated from [system] need to be? Why or why not?" ) and trust (e.g. "Would you trust the information

provided by [system]? Why or why not?") [40, 49]. The outcome of this step is for students to evaluate the safety, reliability,
and trustworthiness of features on their chosen LA system. This can, in turn, enable LA researchers or designers to
establish design guidelines based on their perceptions.

4 METHODS

4.1 Participants and Procedure

To illustrate the application of SLADE, a study was carried out with 21 third-year Bachelor of Nursing students (F: 17,
M: 4, avg. age: 21; P1-P21) at a local university. All the students underwent a simulation-based learning scenario as part
of their regular curriculum. This collaborative learning experience typically unfolds in a physical space equipped with
medical apparatus and manikins that simulate real patients. Students worked in teams to tackle challenges putting into
practice their communication and clinical skills. After a learning task, their teacher led a reflective debrief. They were
later invited to participate in design sessions for formulating LA systems that could aid future collaborative simulations.
Students were compensated with $35-dollar vouchers for their time dedicated to the design sessions.

The design sessions were structured around the steps and included all the sample questions suggested in Section
3. Design sessions were led by a researcher and recorded using an online video conference platform (i.e., Zoom) and
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lasted around 60 ± 15 minutes (avg. time: 62 minutes). An online collaborative board (i.e., Miro board) was employed to
scaffold the session according to the four steps (Steps 1-4) so that students could write down their ideas using digital
sticky notes and elaborate more on these when needed. Sessions were transcribed verbatim, and all notes on the online
collaborative board were gathered for analysis.

In the beginning, each student was invited to conceptualise several ideas (i.e., challenges, LA systems, and data) of
an LA system and their relevance to specific learning phase (for example: before, during and after class, although we
let students use their own words to refer to these learning phases) based on their recent lived experiences (Step 1, see
Section 3.1), employing a brainstorm graphic organisers technique [24]. Step 2 aims to connect and prioritise ideas
for the discussion in the next step. For this, we employed the generate-sort-connect-elaborate technique [27]. Since
ideas generation was done in Step 1, students continued by sorting all ideas by using the prioritisation tags (i.e., low,
medium, or high priority) based on personal values and needs. Then, students were requested to generate a network by
explicitly connecting learning challenges, LA systems, and data. Students were asked to elaborate further on any new
ideas if they emerged through those connections. Finally, each participant was asked to pick only one LA system to
focus on in the next step. After a student picked one main system from the previous step, sample questions in Steps 3

and 4 (see Sections 3.2 and 3.3, respectively) were queried in an interview format [24].

4.2 Analysis

To answer RQ1, we conducted thematic analysis [8] and affinity diagramming [24] to analyse qualitative data. We
gathered all ideas (i.e., challenges, LA systems, and data/information) in the form of notes that contained a short
description and learning phases where these commonly happen from the collaborative board (Step 1 and Step 2). One
researcher used the affinity diagramming technique to organise and categorise these ideas, which another researcher
later reviewed and discussed to ensure agreement [41]. In Step 2, we summarised the prioritisation of systems selected
by students based on the learning phases in the learning context, see Section 4.1. We created a metric to prioritise
ideated systems, inspired by generative HCD methods assessment metrics [54]. The metric assigns a numerical value
(from 0 to 100) to each envisaged LA system, based on how well it addresses the challenges highlighted by students (Eq.
2). The metric is zero if the system is not connected to any challenges. From the collaborative board, we gathered all
systems’ importance tags (k, see Eq.1 and Section 3.2), and their number of connections to the challenges (N ) along
with each challenges’ importance tags (k). Min-max normalisation enabled comparison and analysis against other
systems (Eq. 3). Expressed mathematically, let 𝑥 = a generated system idea, 𝑁 = number of connected challenges, and
also 𝑘 = importance tag of an idea. With 𝑘 , the degree of importance of an idea can be quantified (high=3, medium=2,

low=1, and unsorted=0) in Eq. 1 as weight (𝑤 ).𝑤𝑥 is the current system’s importance weight, and 𝑁𝑥 is the number of
the system’s connected challenges. Hence:

𝑤𝑁 =


∑𝑁𝑥

𝑗=1 𝑤𝑥𝑗

𝑁𝑥
if 𝑁𝑥 ≠ 0

0 if 𝑁𝑥 = 0
(1)

𝑥 ′ = 𝑤𝑥 · 𝑁𝑥 +𝑤𝑁 (2)

𝑥𝑚𝑒𝑡𝑟𝑖𝑐 =
𝑥 ′ − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
· 100 (3)

To address RQ2, we extracted quotes describing the proposed and selected system features from students’ responses
(Step 3). To provide a system’s formal names, descriptions were analysed through a hybrid inductive-deductive thematic
analysis [21]. In the inductive analysis, two researchers jointly provided a name for the proposed system by analysing

7



LAK ’24, March 18–22, 2024, Kyoto, Japan Alfredo et al.

each description. In the deductive analysis, we examined the extant LA literature for similar systems and descriptions,
using established systems to refine the features’ descriptions of the proposed systems. To identify the degrees of
human control and computer automation, two researchers coded the envisaged systems’ features (Table 3) by
assigning them to one of the quadrants in Section 3.2. After conducting several interpretation sessions to discuss
conflicts [24], researchers agreed and assigned a final quadrant to each feature. To analyse elicitation on students’
perceptions towards safety, reliability, and trustworthiness of their systems for an LA system (RQ3), we analysed
students’ responses to questions in Step 4 (see Section 3.4) following a deductive thematic analysis [8]. Two researchers
jointly analysed and coded each quote with one of these three HCAI themes (safety, reliability, and trustworthiness).
Then, quotes that could be articulated as design requirements were grouped and reported accordingly.

5 RESULTS

5.1 Ideas elicitation and systems prioritisation (RQ1)

From Step 1, we identified 148 learning challenges and 81 system ideas and categorised them with emerging categories
through affinity diagramming, summarised in Tables 1 and 2, respectively.

Table 1. Distribution of ideated "Challenges"

Category Coverage (%) Examples
Tasks prioritisation 45 (30.20%) "Difficulty in tasks delegation & prioritisation." (P16–P21); "Working with new

people, unsure of their knowledge and skills". (P2–P6)
Clinical knowledge 39 (26.17%) "Medication management and how to use"(P4, P10), "Using Electronic Medical

Record"(P13), "The best timing to do an action (e.g., assessing cardiac)" (P9)
Learning expectation 38 (25.50%) "Unclear teachers’ expectations or rules in simulation." (P1, P2, P10, P19); "Lack

of objectives and guidance in simulation." (P2, P13); "Simulation is different
from the real work environment" (P16-P18).

Personal feeling 37 (24.83%) "Feeling pressured, nervous, and afraid to be judged for being observed by
other students."(P3–P7, P14, P18), "Tend to forget the recommended actions or
best practices when stressed." (P15, P18, P20),

Communication 29 (19.46%) "Lack of effective and open communication between team members" (P8, P11–
P14, P17–P19); "Unaddressed questions or misunderstanding during the sce-
nario" (P4)

Reflection 24 (16.11%) "In reflection, it was hard to recall my actions without any aid or systems"
(P5, P7, P9, P14, P16); "Reflecting together with strangers may limit honest
feedback" (P5, P11, P19)

Awareness 9 (6.04%) "Lack of awareness regarding personal actions or the actions of others, whether
already done or not"(P2, P3, P10), "Others cannot see my perspective and what
I am doing now." (P2, P7);

Task prioritisation and management were perceived as the most common challenges by students (𝑛 = 45), while
most ideated systems were either data visualisations (n=17) or clinical-related systems (n=16). In Figure 2, we presented
the summary of participants’ prioritisation of generated ideas (Step 2). Three learning phases where the envisaged LA
systems could be used emerged from the analysis, namely during clinical simulation, during debriefing, and after class.
System metrics (from Eq. 1–3) were mapped by system category and students for each learning phase. Most ideated
systems by students were positively skewed (M=37, Median=31, Mode=28, SD=19), with the average metric being in the
medium importance category. Regarding systems prioritisation, only three participants (P2, P3, and P4) did not pick the
system with the highest metric while other students (n=17) picked the tool with the highest metric among their ideated
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Table 2. Distribution of ideated "systems".

Category Coverage (%) Examples
Data visualisations 17 (20.99%) "Visualisation of speakers and their locations" (P13, P18, P19), "Visualisa-

tion that shows stress/nervous data" (P2, P10), "An interface to access all
visualisations and data for a reflection" (P11)

Clinical-related systems 16 (19.75%) "Smart electronic medical record and nursing information database" (P1,
P6); "Automated respiratory counting system." (P18); "Smart manikin that
allows full clinical assessment and detects mistakes" (P15)

Instructional aid systems 14 (17.28%) "Prompts of instructions, following best practices." (P7, P15); "AI tasks priori-
tisation system" (P6, P8); "Automated questions generator for reflection"(P3)

Video/Audio systems 10 (12.35%) "Wearable body camera recording" (P2, P5); "Video recording of the simu-
lation with prompt questions" (P10, P12)

Smartglasses (VR/AR) 7 (8.64%) "VR environment to repeat simulation"(P3, P8, P13); "Additional vision to
see team members’ tasks progress" (P16);

Other systems 19 (23.46%) "Student’s survey after group discussion" (P11, P19); "Reflection system
with teaching staff"(P6); "Feedback and demonstration system to improve
communication skills" (P17); "Mind reading systems" (P1,P7)

tools, as shown in Figure 2. This indicates that most students had already selected systems to address their personal
learning challenges, facilitating meaningful discussion in subsequent steps (Steps 3 and 4).

Fig. 2. A mapping of the systems’ importance metrics, categorised by participant, system categories, and across three learning phases.
The findings indicate that most students could pick systems that cover most of the learning challenges among their ideated systems
(n=17), meaning prioritised systems are important and could address important learning challenges students identified.

Most ideated systems were in the first learning phase, during clinical simulation (n=46, M=38, SD=21). A total of 14
participants chose the systems from this learning phase for the subsequent design step. In the second learning phase,
during debriefing (n=15, M=30, SD=14), eight participants ideated data visualisation systems despite the majority (7
out of 8) perceiving their importance as low. Lastly, the average metrics for the last learning phase, after class (n=20,
M=40, SD=16), was higher than the other two. Based on steps 1 and 2, we discovered that although students were
encouraged to generate ideas and establish connections with "data needs", the resulting connections were superficial and
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inadequate for meaningful analysis. This finding is further discussed later in the paper. In summary, combining divergent
and convergent steps could systematically elicit and prioritise LA systems ideated by students. Decision-making can
be supported by system metrics that measure ideated systems’ importance and potential challenges, ensuring that
prioritised LA systems are innovative, student-centred, and can be mapped with student learning challenges.

5.2 Human control and computer automation (RQ2)

We analysed and summarised ideated features from each proposed system by participants in the previous step (Step
2) – systems T1-T21, except T8 due to an incomplete session. Figure 3 illustrates the final categorisation of systems’
features and their corresponding degrees of control and computer automation (HCAI quadrants, Q1-4, 𝑁 = 35 features).
Two primary target users were identified when participants defined features: students (green hexagon – e.g., see T2
in Q3) and teachers (yellow hexagon – e.g., see T18 in Q4). Features envisaged to offer control features for both roles
(teachers and students) are represented as a green hexagon with a yellow stripe at the bottom (e.g., see T11 in Q2). Most
participants envisaged highly automated systems that offer high human control (𝑛 = 27 in Q2 and Q4 out of 𝑛𝑡𝑜𝑡𝑎𝑙 = 35
features). Four participants (P1, P3, P9, and P15) did not describe any features for teachers to control.

Regarding Q1 (bottom-left) (n=1), only P14 described a feature with both low human control and low automation
(i.e., a video camera recorder; see Figure 3 Q1 and Table 3, row 3). This offers low computer automation because it only
records the activities of the students. P14 explained that students would have limited interaction with the system, as
follows: "Students only need to work on the simulation, and it is recorded, so they have no control over [the system]”.

Fig. 3. A mapping of students’ envisaged features into the two-dimensional HCAI framework. Each hexagon represents a feature aimed
at supporting students (green), teachers (yellow) or both (stacked green-yellow). Examples of these features and their descriptions are
presented in Table 3. The complete list can be found here.

Q2 (top-left) (n=13) includes features that enable control by teachers and students. The primary characteristic of
student features was to empower students’ freedom in operating the system without computer automation, for example,
in the form of a video replay and a VR video, as described by P7 and P13. In contrast, suggested teacher features included
those enabling teachers to take control of the system and provide meaningful explanations or feedback to students.
For example, P14 explained the expected interaction with a video footage player as follows: "The teacher is the one
who would like to have control of things such as start-stop-pause and showing [a specific good/bad action] to us." P13 also
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ID System Name Description Student’s features Teacher’s features
T1 Nursing

Virtual
Assistant

A conversational ’virtual assistant’ agent
that accesses the nursing database and
manages tasks. It helps with task han-
dover, prioritises, and provides clinical in-
formation when students query verbally
during the simulation. [e.g., 23]

Students have the agency to
ask questions and use the in-
formation to support their
actions (Q4)

The teacher’s feature was
not discussed. (N/A)

T2 Subjective data
chart for reflec-
tion

A system that analyses & displays ’subjec-
tive’ information (e.g., stress level) apart
from ’pedagogical’ information (e.g., task
prioritisation) during debriefing. It analy-
ses students’ audio & stress level informa-
tion and displays it visually. [e.g., 1]

Students can only see the in-
formation and listen to teach-
ers’ explanations (Q3)

In debriefing, teachers will
make sense of this automati-
cally visualised information
and explain its meaning to
students. (Q4)

T14 Video footage
player

Video recording and replaying system on
a clinical simulation to support reflection
in debriefing. [e.g., 38, 42]

Students don’t have any con-
trol over the system. (Q1)

Teachers replay the video to
help students reflect on their
actions. (Q2)

T3 Communication
skills
report

A system that analyses speech data to
give feedback about communication skills.
It detects speakers, analyses communi-
cation, categorises leadership styles, and
generates & sends a feedback report for
reflection. [e.g., 17, 19]

Students can only sensemak-
ing the information but don’t
have any control over the
system’s decision-making or
other interactions with it
(Q3).

The teacher’s features were
not discussed (N/A)

Table 3. A sample of selected LA systems (𝑛 = 4, 𝑁 = 20 systems; 𝑛 = 6, 𝑁 = 35 features) from human control and computer
automation features generation step. Examples of the LA system from literature are provided for each ideated system. The complete
list of other systems and features is available in here

emphasised teachers’ agency as designers: "Teachers probably need full control because they need to be able to align the

visual simulation with the actual simulation”. Q1 and Q2 results indicate that despite computer automation, the LA
systems still require teacher control for reflection activities.

In contrast, most of the features in Q3 (bottom-right) (n=7), which involved some degree of computer automation
and little human control, were targeted at supporting students. Most referred to using sensors that unobtrusively collect
multimodal data, such as physiological data (T2 – Table 3 row 2, T15), interactions with the learning environment (T5),
position and timing (T6) and audio data (T16), to make these data available for reflection (T3, Table 3 row 4). There was
only one teacher feature in Q3 (T18). The student envisioned it as a system that could help teachers monitor when
students pause the learning activity without requiring an intervention by the teacher: "Teachers have low control because

they only observe the usage of the system by students; [students] must not overuse it."(P18).
Most ideated features were classified into Q4 (top-right) (n=14). These can be categorised as features of the LA

system that support decision-making, requiring that the user perform further actions as a response to interacting with
AI/analytics outputs. The main characteristics of student features included allowing students to choose what to do next
based on automated recommendations. For example, P1 (Table 3, row 1) described a system that automatically analyses
a student’s spoken question and the system provides recommended instructions to complete a learning task. On the
other hand, most teacher-focused features require teachers to act as designers to configure and evaluate automation
outcomes that may eventually improve future learning activities (P10). These features require teachers to interpret data
representations or prediction results and act upon them to benefit students (P2, P4, P5, P6, and P17).

5.3 Perceptions of a safe, reliable, and trustworthy LA system (RQ3)

5.3.1 Safety. Regarding safety, nine students (𝑛 = 9) related this to privacy concerns, explaining they had no concerns
as long as students fully consented to the data collection and data were anonymised or de-identified. For instance, P15
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stated: “If results are de-identified, and also having an informed conversation and getting consent, then it would be fine.” P6
added: “At the end of the day, it is people’s data. But I have no concerns because it is all anonymous, as far as I know.”

Another key topic associated to safety was data sharing. P6 explained that their data should be shared with their
teacher: “Teachers should be able to see student data to know who to communicate with. I think it is just a teacher-student

relationship like they are there to support you, learn, and go in the right direction. So there are no privacy concerns with

them”. P10 and P19 envisaged the privacy of systems when they are used beyond the current learning setting. P10
said, “In real-world practice, any information about the patient was mostly a piece of sensitive information [...]. The only

people who can hear/see it should be us, i.e., nurses and doctors. So, [system’s name] must ensure this private information is

not leaked.” Although P4, P7, P9, and P14 explicitly mentioned that they had little concern for their privacy, they still
considered the privacy of the data of other students. For example: “I wouldn’t be concerned myself, but maybe other

students involved may be concerned and may not want the video footage to be shown to the class or given to people to watch

at home.” (P7). Another example is from P4, who explained: "I don’t mind [sharing my data] because I know it’s for my

benefit. And I am sure there would have to be some privacy regulations protecting my privacy and distribution or download."

5.3.2 Reliability. Most students (𝑛 = 15) associated the expected high accuracy of the information provided by the LA
system to their perceptions of reliability, especially concerning features that require critical or immediate action in this
clinical learning context. For example, P5 and P21 explained that the information must be highly accurate to minimise
misinterpretation: “It needs to be able to tell exactly when blood pressure was taken or when a respiratory rate was counted.

If it is inaccurate, that would be useless” (P5) and “It needs to be highly accurate. Because when we performed a vital check

manually, we need to check the trend, and I don’t think the trend can lie to us” (P21). P20 added the importance of accurate
information in the design or re-design of the learning task: “We have the resources to make it as accurate as possible. So,

I don’t think we should settle for any worse. When we have the information available, the most up-to-date and relevant

information should be utilised in the simulation design by healthcare staff.”

In contrast, some students (𝑛 = 6) suggested that the LA system can provide limited or approximate information and
still promote learning opportunities, primarily if the data is related to their own previous experiences. P17 explained "It

sort of gives us a reminder, time to act and improve on certain areas of nursing and communication. And that is why even if

it is just an approximation, it can still help us improve". P16 also added "If it’s just like a rough indicator of what you need

to do, then it’s okay so you are on the right track, but it’s not telling me step by step. So you get to learn".

5.3.3 Trustworthiness. Although many students envisaged systems with high human control and computer automation
(Q4, n=11), they indicated they could not fully trust the information from the LA system because they needed to have
control. For example: "our clinical judgement should always come first. These can be used as guidance and are great systems

to incorporate into your clinical practice. But we must always judge and make decisions using our [critical thinking]. We

can’t always trust technology"(P20). "I would not trust it. For example, if I see it is true, but then [the system] says something

else, I think that’s a sign of confirmation bias if I must follow it. That could affect how you [see and use] the information."(P1)

Three students (P7, P12, & P14), who envisaged systems with features of high human control and low computer
automation (Q2 in Figure 3), commented that they trusted the information as long as they are commonly known as
factual information or when they are in control. "It is video footage, so it’s either there or not. So I still trust it."(P7); "Because
it’s more like collecting live footage. So, you cannot go wrong with live footage unless there is a [lag/video issue]."(P14); "I
think it’s [manually analysing] the data with technology, and in that sense, I will trust the technology. Again, because I am

in control." (P12). In sum, students strongly associated trustworthiness with human control.
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6 DISCUSSION

6.1 ResearchQuestions

Regarding RQ1, the elicitation and prioritisation of potential LA systems with students can be accomplished through
both divergent and convergent thinking. Divergent thinking can be operationalised to identify learning challenges
and envisage LA solutions, while convergent thinking can prioritise ideas of LA systems tailored to most learning
challenges. While the double diamond design thinking (divergent-convergent) approach has been applied in an LA
study in the past [34], the authors had already pre-committed to creating a specific tool (an LA teacher dashboard)
instead of allowing educational stakeholders to suggest alternative solutions. While a pre-commitment can be valid and
practical, SLADE can also engage students or other stakeholders in the ideation process and in mapping solution ideas
to authentic problems. Ultimately, it may be possible that a dashboard might not be the optimal solution for such issues.

Moreover, students struggled to articulate their data needs in Step 1. This aligns with a key challenge previously
identified in HCLA research [39]: students lacking data analytics expertise may struggle to envision the full range
of possibilities for ideated LA systems, thereby impeding innovation. Yet, students are the experts in the learning
challenges that they experience. Hence, our results can be used as empirical evidence to advocate for stakeholder
involvement and acknowledge their lived experiences as valuable and essential expertise they can bring to the design
process of LA systems [5]. Notably, our system metric in Step 2 can provide a systematic approach to quantitatively
assess students’ LA system ideas, allowing further analysis and exploration. This metric can be used as one of several
approaches to evaluate design outcomes. The lack of measures to assess HCLA design processes and outcomes has
indeed been highlighted by Lang and Davis [37] as a significant current shortcoming in most HCLA studies.

Regarding RQ2, we identified the human-controlled and automated features of LA systems with the participation of
students (see Figure 3). Most features emphasised the need for preserving teacher and student agency in LA systems (Q2
and Q4). It aligns with the primary intention of the HCAI framework of designing automated systems that provide high
human control aiming to empower users [55, 57]. Moreover, when students are asked about generating features in their
chosen LA system, they want to control the system for themselves and their teachers. This supports the suggestion
that using fully automated features, even for low-stakes tasks, should be approached cautiously [43]. For example, if
students’ data is inaccurately recorded, an automated system might generate an incorrect report, which could negatively
impact the student’s perception of their performance [35]. Therefore, it is essential to exercise discretion when relying
on such features to ensure they empower humans effectively and do not cause unintended consequences.

Regarding RQ3, most students believed that privacy and data sharing issues were relatively simple to mitigate
via informed consent and data anonymisation, as found in a study with LA experts [53]. However, the LA literature
indicates that much more work is still needed for students to understand the actual implications of using data in
education [28, 31]. Although students suggested that they may easily trust the system and still learn from imperfect
analytics outputs, they provided little detail about how designers and developers may operationalise actual changes in
the system to ensure reliability and trustworthiness. Yet, students can connect human control with trustworthiness,
highlighting students are more likely to trust AI systems that give them a sense of control over their data [56].

6.2 Implications for Research and Practice

This paper directly contributes to the emerging HCLA research community by providing a systematic design method-
ology to create safe, reliable, and trustworthy LA systems [10, 39]. In addition, SLADE is illustrated with empirical
evidence in the context of collaborative learning and clinical in healthcare education. Shneiderman [55] suggests that
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technical practices (e.g., recording audit trails, conducting bias testing, and creating explainable interfaces) and data
management strategies can help to ensure that AI systems are reliable and trustworthy. However, envisioning adopting
such strategies in education goes beyond the scope of students’ expertise. The involvement of other more technical
stakeholders, such as institutional leaders, educational technologists, software developers and AI experts, is critical in
the design process from the ideation stages [49]. It is recommended that the LA system should have separate computer
automation (AI) and control features that are tailored to students and teachers. Rather than having a single monolithic
LA system in one quadrant, different features of the same system should be placed in various HCAI quadrants to cater
to the specific needs of each user group. The former can result in overlooking some stakeholders’ requirements [39, 58].

6.3 Limitations and Future Directions

Our study has several limitations. We used SLADE only with one group of stakeholders. Although the outcome of
this paper informs the next steps in designing an actual LA system, we recommend that future work apply SLADE in
other contexts and involve other critical educational and technical stakeholders (e.g., educators, LA designers, and AI
developers). We also recommend considering other factors, such as pedagogical value and feasibility of the system
in practice, that could support the learning process [e.g., 61]. Since SLADE focuses on informing the design of these
systems, their full implementation details are beyond the scope of this paper. Despite these limitations, this paper
should be seen as one of the first of several potential works needed to support researchers and designers in adopting
and adapting methods to create HCLA systems that are safe, reliable and trustworthy. In the future, we plan to expand
SLADE by including teachers and learning designers, gaining practical perspectives in teaching and learning.

7 CONCLUDING REMARKS

This paper contributes to the HCLA field by showcasing a design methodology in an authentic study about collaborative
learning in healthcare. It involves working with students to generate and refine ideas using divergent-convergent
thinking. The goal is to design a balanced approach to human control and automation towards LA systems that are safe,
reliable, and trustworthy. This method bridges the gap between student learning challenges and ideated LA systems,
explores the balance of human control and automation features to promote agency, and elicits students’ perceptions of
LA systems’ safety, reliability, and trustworthiness. This contributes to the discussion on designing LA systems with a
two-dimensional HCAI framework and stakeholder involvement, particularly involving students in the design process.
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